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Abstract Motion multiple object tracker model is the objective of the object detec-
tion and automated monitoring of the scene for suspicious activity incidents on an 
ongoing basis. An algorithm tracks the motion of an object in order to predict or 
anticipate where it will be in relation to its trajectory. The identification method of 
moving objects using digital image processing techniques in a video series is known 
as video sequence object detection. The most common tracking method is video 
surveillance, which is also used in video control systems, intelligent road systems, 
intrusion monitoring, and airport safety. The tracker has to perform object matching 
from one edge to the next to get the desired result in the image area. The Identifi-
cation of object is mainly carried out by the removal of frontal areas. The proposed 
methodology outlines the conditions under which a particular method yields the 
most effective results and indicates the location of detected objects for surveillance 
purposes. This article aims to develop appropriate image processing and computer 
vision algorithms involving multiple input video sequences and perturbing detection

V. K. Kanaujia (B) 
Computer Science and Engineering-Data Science Department, ABES Engineering College, 
Ghaziabad, Uttar Pradesh, India 
e-mail: vishalkanaujia.cs@gmail.com 

S. P. Yadav 
Department of Computer Science and Engineering, G.L. Bajaj Institute of Technology and 
Management (GLBITM), 201306, Greater Noida, India 

Graduate Program in Telecommunications Engineering. (PPGET), Federal Institute of Education, 
Science, and Technology of Ceará (IFCE), Fortaleza-CE, Brazil 

H. Mishra 
Department of CSE-APEX, Chandigarh University, Gharuan, Mohali, Punjab, India 

A. Kumar 
Department of Computer Science and Engineering, Kamala Nehru In-Stitute of Technology 
Sultanpur—Kadipur Rd, Sultanpur, Uttar Pradesh 228118, India 
e-mail: awadhesh@knit.ac.in 

V. H. C. de Albuquerque 
Department of Teleinformatics Engineering, Federal University of Ceará, Fortaleza, Fortaleza, 
CE, Brazil 
e-mail: victor.albuquerque@ieee.org 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
R. Jain et al. (eds.), Cybersecurity and Evolutionary Data Engineering, Lecture Notes 
in Electrical Engineering 1073, https://doi.org/10.1007/978-981-99-5080-5_22 

247

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5080-5_22&domain=pdf
http://orcid.org/0000-0003-1352-7728
http://orcid.org/0000-0002-2634-5600
http://orcid.org/0000-0002-0057-8318
http://orcid.org/0000-0001-9055-2500
http://orcid.org/0000-0003-3886-4309
mailto:vishalkanaujia.cs@gmail.com
mailto:awadhesh@knit.ac.in
mailto:victor.albuquerque@ieee.org
https://doi.org/10.1007/978-981-99-5080-5_22


248 V. K. Kanaujia et al.

rate study that measures the forward pixel detection rate of background models for 
different color contrasts for use in road flow and monitoring. This algorithm uses a 
method that takes into account the pixel intensities of the image, but the results vary 
in terms of speed, memory requirements to provide accurate results in these situa-
tions, and significantly underestimate performance in all cases. Intelligent Transport 
Systems (ITS) have become more relevant around the world in today’s overcrowded 
transport network and address persistent issues such as transport mobility and safety, 
in particular in metropolitan areas. Its main objectives are to improve the safety, 
transport comfort, and efficiency of road traffic. 

Keywords Multiple visual object tracking · Adaptive background estimation ·
Motion estimation · Single-object tracking ·Motion model ·Multi-object tracking 

1 Introduction 

Please Capturing Object tracking is the way that moveable objects trace their trajec-
tory are identified and analyzed. The identification method of moving objects using 
digital image processing techniques in a video series is known as video sequence 
object detection. The setting deduction is the most widely recognized strategy for 
object identification [1]. In foundation deduction strategies for video arrangement 
recognition of articles, the rule to deduct the foundation Product or existing refer-
ence model picture is utilized. The approaches discussed in this paper use a range 
of methods to construct a background model. The results were different in terms 
of speed and memory demands, and the methods take differing amounts of time to 
implement. These algorithms use techniques in light of the pixel force esteems in the 
picture [2]. Foundation and lighting changes of the image impact the power esteems 
significantly and ultimately influence the overall effects. This method has difficulty 
producing accurate results in these cases, and in all situations, there is no single 
algorithm. 

To evaluate the results, the perturbation detection rate was used to analyze both 
of these approaches. This article gives an overview of the conditions under which 
particular methods produce the most effective results. The evaluation of algorithms 
involves multiple input video sequences. The study of the perturbing detection rate 
measures the front pixel detection rate of the background model for different color 
contrasts. 

The assignment of the tracker is to perform object correspondence starting with 
one edge and then onto the next to produce the way provided the image areas. 
The trajectory of moving objects is tracked and mapped in a video sequence called 
object tracking [4]. The three fundamental strides in this cycle are objected recog-
nizing, following, and dissecting the distinguished item. The most normally utilized 
technique for object identification is the foundation deduction algorithms. Frame 
differentiation, Gaussian running average, temporal media filter, kernel density esti-
mates, and others are some of the algorithms available for background subtraction.
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However, the differentiation of the frame is the most simple background subtraction 
algorithm since it involves a simple removal from the current structure of the back-
ground model. The monitoring system is difficult due to erroneous Identification due 
to sudden changes in the lighting. The algorithm was modified to remove the false 
positives. As the second phase of object detection, the direction of moving objects is 
drawn. The cent relationship of all observations is calculated for this purpose. Video 
surveillance, for instance, video control systems, intelligent road systems, and intru-
sion monitoring, plus airport safety, is the most widely used tracking mechanism. 
The following stage in the item following interaction is the examination of objects 
to evaluate their con-duct. A characterization metric is utilized to survey if an object 
or individual is an entity detected for this situation. A car or a human may be the 
moving target in a video surveillance system as shown in Fig. 1. The ex-amination 
cycle orders a moving article as either an object or a person. The quantity of items in 
the current edge is enrolled by choosing the distance between each item and the 2D 
picture speed vector of the particles moving [3]. In the existing casing, the traveling 
distance is measured by multiplying the number of pixels in the previous frame of 
the object covered with it. 

Traffic Frontal cameras may be used to break traffic signals for a range of special-
ized cars and trucks. One of its most common uses is the use of a traffic sign recog-
nition device for speed limits. Most G.P.S. information will be speed-related, but 
additional traffic speed limit signals can also be used to erase and display data in 
the car dashboard so that the driver can be alerted [5]. This is a cutting-edge driver 
support feature found mostly in European cars in the most advanced automobiles. 
An experimental infrared optical device has been designed for the detection and 
monitoring of road traffic. The system was designed and tested in the laboratory 
using infrasound laser and detectors and computerized signal processing and corre-
lation techniques. During preliminary road tests, the device was verified to track, 
regulate and count the passage of road object [6]. A system based on the listed 
technologies is both weather and cost-effective. More complex applications, such

Fig. 1 Different object signs 
for object 
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as object speed measurement and classification of lengths, should be handled with 
further developments. A modern technology allowing an object to recognize traffic 
signs, such as “speed limit” or “turn ahead,” is identifying traffic signs. This is a 
list of the titles (ADAS). ADAS are systems that help the driver to drive. A well-
built secure interface between human machines can enhance object protection and, 
in most cases, street safety. Human mistakes cause the majority of road accidents. 
ADAS stands for advanced driver help systems that automate, adapt, and strengthen 
object structures for improved driving and safety. The mechanical connection created 
by ADAS to the object has shown that street fatality is reduced by reducing human 
error. Many automakers, including Continental, have pioneered this technology. The 
traffic signals are recognized utilizing picture systems. The three most popular types 
of recognition techniques are color, shape-based, and learning-based approaches. 
The vital component of a driver scheme is a programmed traffic sign discovery. 
The traffic images can be used for identifying and locating them with certain distin-
guishing functions [8]. The shapes and colors, as well as the material, are created. 
Given that traffic signals are usually upright and opposite the camera, there is limited 
geometric and rotational torsion. 

2 Motion-Based Target Detection 

A movement sign from a high-resolution photo was identified as a target of the 
Moving Object Recognition article. The sign can be seen from different angles and 
under a range of baselines. A useful measure for determining current traffic conditions 
and the number of object passing on the car over a given period is the number of 
cars. A video-based methodology is often used in vehicular statistics; object are 
recognized and counted in image sequences recorded by a steady camera [9]. This 
article presents a new way to identify and measure cars. This method starts with the 
segmentation of moving objects, tests the results to determine whether the thing is 
a complete object, and then uses a simple formula to count the car. The experiment 
results demonstrate that the method suggested can count object efficiently in a traffic 
flow surveillance situation [10]. The road network is a series of links that connect to a 
wider system, including road sections, on/off traffic ramps, and urban road sections. 
A connection has a certain number of spaces or object at any given time, which is 
the total number of cars in the relationship. 

Computer vision’s goal is to create a system that sees the world. In the same way, 
humans do. To accomplish this goal, any degree of human insight is required, as 
individuals initially grasp the rest of the world before seeing it. P.C. Vision, then 
again, is a significant A.I. research region with a different arrangement of uses [11]. 
Most certifiable vision and learning issues are dynamic, multi-dimensional, non-
straight, and huge scope in nature. For these issues to be settled, efficient algorithms 
are needed. As a result, scientific computing has played and will continue to play 
an increasingly important role in Vision and learning. Other notable features include 
the following:
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● The main objective of the motion-based object sign detection or recognition article 
is to recognize a road network object sign and a digital image.

● The symbol can be seen from a variety of points of view and a variety of contexts.
● After Identification, motion-based object signs will be emphasized, and image 

processing using the algorithms.
● This can be used for traffic sign recognition in autonomous object systems in the 

future. In some contexts, traffic signals may appear and at times may be partially 
obscured. 

The traffic evolution is determined by the condition of the street network and the 
settings for the signal, and the message selected by the algorithms that operate in the 
region. These options are focused on an evaluation of the network’s current status. 
More precisely, the algorithms will improve the effectiveness of the road network 
more effectively [14]. The number, length, and occupancy of object in particular 
locations cannot be measured directly by current detectors (loops, video, and radars). 
Hence they cannot now assess the condition of the road network. 

3 Proposed Problem Identification 

Article following is an essential practice inside the field of computer vision. The 
expansion of incredible P.C.s, the accessibility of value and practical camcorders, 
and the requirement for robotized video handling have lighted extraordinary interest 
in object tracking algorithms. Video sequence object detection is a hot topic with 
various applications for video encoding, protection, robotics, and other applications. 
In several applications, it is emphasized that moving objects are detected. Due to 
errors detected by artifacts, this approach is complicated. Many applications, like 
the H.I.C., video communication/compression, traffic control, safety, and moni-
toring systems, need object tracking. Many applications need object monitoring. 
The purpose is also to document the course of moving one or more goals across 
time and space. Due to the huge amount of data involved and the common need for 
real-time computing, video sequence monitoring is an arduous mission.

● Motion-based recognition, including gait-based human identification, automatic 
object detection, all activities which may benefit from the tracking of objects.

● Automated monitoring of the scene for suspicious activities or bizarre incidents 
on an ongoing basis.

● Indexing videos that annotate and recover videos from multimedia databases 
automatically.

● Interaction between human computers that involves, among other things,
● Motion recognition and eye gaze tracking for machine data entry.
● Traffic control is the real-time analysis of traffic data to guide the traffic flow of 

object, including video preparation of the route and preventing obstacles.
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Identification and surveillance of objects are important because they enable many 
important applications; for example, medical therapy aims to enhance personal satis-
faction for non-intrusive treatment patients and individuals with inabilities [13]. 
Retail space engineering—to survey the lead of client purchasing and improve the 
buildings and the climate. Video abstraction is used to receive automated video 
annotation and to generate object-based resumes [12]. Regulation of traffic involves 
analysis of traffic flow and event detection. Video editing is used to eliminate the 
need for time-consuming communication between people. 

4 Literature Review 

Let us consider a few recent works on this kind of research, like computer vision, 
tracking of objects, and image segmentation under the limitation of minimum compu-
tational cost. These constraints are the biggest challenge for any researcher to accom-
modate. A few authors deal with this kind of approach. Video surveillance and 
following an object under the limitation of minimum computational cost is a real 
issue [1]. We try to resolve this issue with an approach that is sturdy, uncomplicated, 
user-friendly, compatible with the system environment, and attainable. 

Huang [2] describes that self-executing detection and object identification are 
prime roles for highly secured systems used for security purposes and several video 
monitoring applications. These types of applications support real-time monitoring 
inefficiently and cluttered situations. The surveillance system ought to be capable 
of identifying and tracking objects moving within a scene. It must also be able to 
categorize these objects based on their characteristics. 

Motion-based categorization minimizes the reliance upon the dimensional or 
spatial simplex of the objects. It is a cost-effective computation method to execute 
classification at each point at a relative spatial location in a sequence of images [4]. 
A capturing motion system might also furnish the overall region in a picture with 
an object at every point of time or every instant [7]. Thus, recognizing the thing and 
forming a relationship of occurrence between different object instances over frames 
can be carried out independently or mutually. 

In the above-mentioned approaches, object regions belonging to each frame are 
acquired by an object identification algorithm when recognizing the object. Forming a 
relationship of occurrence between different instances of the object across boundaries 
is carried out independently. After acquiring the frames, the tracker compares things 
over the procured edges. However, when this process is carried out jointly, the object 
region and its relationship between the instances are mutually evaluated by repeatedly 
refurbishing the object location and region information acquired from preceding 
frames. The objects are represented using any of the appearance models or shapes in 
both approaches. 

The appearance model adopted to render an object’s external structure curbs the 
type of motion or contortion that it can sustain. For instance, no model other than a 
translational model can be employed if an object is assumed as a point. In contrast,
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if the thing is represented as a geometric shape like an ellipse, then affine or artic-
ulative transformations, which are parametric motion models, are pertinent. These 
models can give approximate results with the motion of non-flexible objects. But 
for a flexible entity, outline or lineate models are considered to provide the most 
vivid representation, and both directive and nondirective techniques can be utilized 
to stipulate their motion. 

Chen et al. [8] calculated the pixel intensity value using a Gaussian probability 
density function. This feature subtracts the current pixel’s strength from the previous 
values’ aggregate average. It keeps the existing pixel values’ aggregate average (t). 
The product of subtraction is then examined by multiplying a standard deviation 
by a constant value. The pixel is classified as foreground if its value is greater than 
the product value. If |It − t| > kat frame time t, the pixel value can be classified 
as a foreground pixel. Otherwise, it falls into the category of history. The standard 
deviation is represented by k, which is a constant. 

Low et al. [14] found the difference between a reference image and the current 
input frame to support the Identification of the objects. In a typical frame differencing 
algorithm, the location of picture elements relies just upon the threshold estimation. 
This calculation neglects to recognize the foreground objects in the circumstances 
like leaf movements or abrupt changes in illuminating situations. A background 
reconstruction algorithm uses a frame differencing algorithm to identify whether a 
pixel fits into the foreground or the background site. It consists of a reference frame 
without counting objects in motion. This algorithm yields an accurate result for the 
beginning input frame. However, for the later inputs, the algorithm suffers from 
circumstances like leaf movements or abrupt changes in illuminating situations. [1]. 

5 Proposed Methodology 

Object surveillance is a generally challenging problem to tackle. The tracking of 
an object in the pictorial plane can be defined as a problem in the most basic 
form of estimating the trajectory of a scene. Sudden object motion, object-to-scene 
shifted appearance patterns, non-rigid object structure, object-to-object occlusions, 
and camera movement can all cause tracking problems. Tracking is usually used for 
higher-level applications involving the area and the shape of a given item. In specific 
circumstances, the following issue inside the importance of a particular solicitation 
should be confined. 

There are three significant strides to video examination: distinguish fascinating, 
moving items; screen them from one edge to another, and investigate tracks for 
objects to comprehend their conduct. Each G.P.S. beacon, regardless of whether in 
some casing or if the item initially shows up in the video, requires object location 
[15, 15]. The detection and monitoring of objects were greatly affected by the speed 
of the algorithm as shown in Fig. 2. Misdetection of pixels is a disadvantage of the 
algorithm for frame differences. To solve this problem, an A-frame differentiation 
algorithm that has been modified is used. The basic rule is to exclude a reference
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Fig. 2 Flowchart of 
proposed algorithm 

image from the current information outline to identify close-up objects correctly. 
Pixel identification is solely based on edge esteem in casing separation calculation. 
This estimate does not account for frontal area curiosities in tree leaf growth or sudden 
changes in lighting conditions. With the first edge separation point, our calculation 
determines whether the pixel is closer view or base. There is a reference structure, 
but there are no moving focal points. For the primary input method, the equation 
yields exact results with no misdetection. 

5.1 Proposed Algorithm 

Object detection is done by using a modified algorithm that contains a supplementary 
calculation. The proposed algorithm decides whether the pixel is in the frontal area 
or foundation, utilizing the first system separation technique. There is a reference 
structure without moving focal points. The calculation gives exact outcomes with no 
misdetection for the main information structure. Nonetheless, there may be variables 
such as light changes and tree leaf movement in resulting input images. The following 
steps are taken to monitor the modified algorithm for frame differentiation. 

Input: A detected pixel coordinates (i, j) object from original frame differencing. 
Output: To draw the rectangle around all the detected objects, measure their height 

and width. 
Steps: 

(1) To decide whether or not each pixel identified by the I j frame differential 
algorithm is misdirected, use the algorithm of modified framework differential. 
If every pixel is considered, proceed to (6). 

(2) If the error is not detected, please see if the pixel is an element of an object 
previously considered or a newer thing (1).
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(3) Increase the number of objects identified if it is not a part of an object already 
considered. Calculate the centroid of the observed object. 

(4) Save the pixel value into an array and add pixel coordinates to measure the 
centroid. 

(5) If the minimum and maximum values and the difference between the x-
coordinates and the y-coordinate are taken into account for a given object and 
the difference between the height and width. 

(6) The last paragraph shall be this. 

The proposed algo will draw a right-angle around all objects detected until 
proposed has determined the height and width of all things seen. The centroid of 
all objects is also written in the output window to show where they are in the picture. 

Expected Outcome Context, subtraction, and area correspondence are used to 
perform object tracking with only a single camera. This considers various signals, 
including speeds, the number of objects distinguished, and the separations of 
bouncing boxes concerning the sources. Depending on how scattered things are, 
they may be clustered. This property may be used to identify items such as people or 
vehicles. The object following technique used in this paper is based on determining 
the centroid of each distinct object. It’s simple to map the area of moving objects 
with casing to outline after determining the centroid. The centroid of all the known 
things in each edge is computed using this technique. The object detection method 
saves all pixels that have been identified as foreground objects and assign small or 
large object actions to them. 

5.2 Images and Date Set 

The image was stored using a 3D matrix of 240 × 320 × 3 resolution. The updated 
algorithm step is required to process each pixel in the picture. The pixels are known 
to be a misdetection. The gap between the current pixel value and the centroid of 
all objects in the previous frame exceeds a predefined threshold. The centroid is 
calculated by storing all of the pixel values used as primary objects in an array for 
later use in the plot and an algorithm for modified frames. The location of these 
objects can be recorded in the output after collecting all the pixels that make up the 
foreground objects. The centroid coordinates x and y are shown separately. With the 
rectangle function, the detected object boundary is drawn in proposed technique. The 
algorithm takes into account the entry and exit of artifacts in the frame sequence. 
The result is shown in Fig. 3.

In the output shown, three different directionals, slowly moving objects are 
detected.
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Fig. 3 Motion Tracked 
Objects with their centroid 
position

6 Results 

Object tracking is useful in identifying normally moving activities, such as walking or 
step-by-step human Identification, the automatic placing of objects, etc. Examining a 
forum for suspicious or detersive prosecution or not. Motion multiple object tracker to 
collect traffic information in real-time helps in effective traffic routing. Segmentation 
facilitates and updates image representation in ways with a simple meaning and is 
easy for an examiner to understand. This approach is commonly used for determining 
the position and borders of artifacts such as lines, curves, and other types. Computer 
vision research aims to develop a device that can think and perceive as people do. To 
achieve this objective, some human intelligence is required. The experimental results 
of the proposed system demonstrate their effectiveness and enhance the precision of 
classification. 

7 Discussion 

The classification results for the object picture are shown in Fig. 4. For example, 
the image features are extracted and marked from a specific image utilizing changed 
frame differences for data sets images, and the resulting image with the same features 
as shown in the database.

In computer vision, which is an increasing field of research, image processing 
techniques are used. One of the key objectives of this article was to study different 
methods to identify and monitor computer-assisted objects. In today’s overcrowded 
worldwide transport networks, the use of intelligent transport systems (ITS) has 
become increasingly necessary. The ITS addresses persistent issues such as transport
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Fig. 4 Motion based object 
sign classification result

mobility and safety, in particular in metropolitan areas. The main aims are to improve 
traffic safety, improve travel comfort and increase the efficiency of road traffic. 

8 Conclusion 

This article presents a summary of the four most popular techniques of context sub-
traction. An updated approach to frame differentiation is given, with a lower error 
detection rate. In computer vision, which is an increasing field of research, image 
processing techniques are used. One of the main objectives of this research was to 
study various techniques for the Identification and monitoring of computer-based 
objects. Different methods have been examined and implemented. This research 
provides object detection of moving objects via a video series. Object tracking is 
useful in identifying normally moving activities, such as walking or step-by-step 
human Identification, the automatic placing of objects, etc. Examining a forum for 
suspicious or detersive prosecution or not. Motion multiple object tracker to collect 
traffic information in real-time help in effective traffic routing. Segmentation facil-
itates and updates image representation in ways with a simple meaning and is easy 
for an examiner to understand. This approach is commonly used for determining the 
position and borders of artifacts such as lines, curves, and other types. Computer 
vision research aims to develop a device that can think and perceive as people do. To 
achieve this objective, some human intelligence is required. The experimental results 
of the pro-posed system demonstrate their effectiveness and enhance the precision 
of classification.
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9 Future Scopes 

The preparing pace of the techniques portrayed in this article can be expanded 
utilizing the progressive information structure hypothesis for setting subtraction algo-
rithms. The monitoring and analysis of the objects observed is part of future work. 
A system of hierarchical data structures for context subs traction algorithms would 
in-crease the processing speed of the methods mentioned in this paper. One of the 
re-search objectives in the future is monitoring and evaluation of observed objects. 
Consequently, the process and related issues such as function selection, object repre-
sentation, dynamic structure, and motion assessment are highly active fields of study 
with frequent new solutions. In addition, by using hierarchical data structures, the 
processing speed of the monitoring system can be accelerated. 

References 

1. Zhang J-S, Cao J, Mao B (2017) Application of deep learning and unmanned aerial vehicle tech-
nology in traffic flow monitoring. In: 2017 International Conference on Machine Learning and 
Cybernetics (ICMLC). 2017 International Conference on Machine Learning and Cybernetics 
(ICMLC). IEEE. https://doi.org/10.1109/icmlc.2017.8107763 

2. Lili H (2010) Real-time multi-vehicle detection and sub-feature based tracking for traffic 
surveillance systems. In: 2010 2nd International Asia Conference on Informatics in Control, 
Automation and Robotics (CAR 2010). 2010 2nd International Asia Conference on Informatics 
in Control, Automation and Robotics (CAR 2010). IEEE. https://doi.org/10.1109/car.2010.545 
6534 

3. Farahi F, Yazdi HS (2020). Probabilistic Kalman filter for moving object tracking. In: Signal 
Processing: Image Communication (Vol. 82, p. 115751). Elsevier BV. https://doi.org/10.1016/ 
j.image.2019.115751 

4. Ren S, He K, Girshick R, Sun J (2017) Faster R-CNN: towards real-time object detection with 
region proposal networks. In IEEE Transactions on Pattern Analysis and Machine Intelligence 
(Vol. 39, Issue 6, pp. 1137–1149). Institute of Electrical and Electronics Engineers (IEEE). 
https://doi.org/10.1109/tpami.2016.2577031 

5. Park S, Bang S, Kim H, Kim H (2019) Patch-based crack detection in black box images 
using convolutional neural networks. In: J Comput Civ Eng 33(3). American Society of Civil 
Engineers (ASCE). https://doi.org/10.1061/(asce)cp.1943-5487.0000831 

6. Sochor J, Herout A, Havel J (2016) BoxCars: 3D boxes as CNN input for improved fine-grained 
vehicle recognition. In: 2016 IEEE Conference on Computer Vision and Pattern Recognition 
(CVPR). 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR). https:// 
doi.org/10.1109/cvpr.2016.328 

7. Ye XW, Yi T-H, Dong CZ, Liu T (2016) Vision-based structural displacement measure-
ment: system performance evaluation and influence factor analysis. Measurement 88:372–384. 
Elsevier BV. https://doi.org/10.1016/j.measurement.2016.01.024 

8. Chen Z, Li H, Bao Y, Li N, Jin Y (2015) Identification of spatio-temporal distribution of 
vehicle loads on long-span bridges using computer vision technology. Struct Control Health 
Monit 23(3):517–534. Wiley. https://doi.org/10.1002/stc.1780 

9. Dan D, Ge L, Yan X (2019) Identification of moving loads based on the information fusion 
of weigh-in-motion system and multiple camera machine vision. Measurement 144:155–166. 
Elsevier BV. https://doi.org/10.1016/j.measurement.2019.05.042

https://doi.org/10.1109/icmlc.2017.8107763
https://doi.org/10.1109/car.2010.5456534
https://doi.org/10.1109/car.2010.5456534
https://doi.org/10.1016/j.image.2019.115751
https://doi.org/10.1016/j.image.2019.115751
https://doi.org/10.1109/tpami.2016.2577031
https://doi.org/10.1061/(asce)cp.1943-5487.0000831
https://doi.org/10.1109/cvpr.2016.328
https://doi.org/10.1109/cvpr.2016.328
https://doi.org/10.1016/j.measurement.2016.01.024
https://doi.org/10.1002/stc.1780
https://doi.org/10.1016/j.measurement.2019.05.042


Motion Based Real-Time Siamese Multiple Object Tracker Model 259

10. Wang N, Zhao Q, Li S, Zhao X, Zhao P (2018) Damage classification for masonry historic 
structures using convolutional neural networks based on still images. In: Comput-Aided Civ 
Infrastruct Eng 33(12):1073–1089. Wiley. https://doi.org/10.1111/mice.12411 

11. Chen F-C, Jahanshahi MR (2018) NB-CNN: deep learning-based crack detection using convo-
lutional neural network and Naïve Bayes data fusion. In: IEEE Trans Ind Electron 65(5):4392– 
4400. Institute of Electrical and Electronics Engineers (IEEE). https://doi.org/10.1109/tie.2017. 
2764844 

12. Yadav SP, Yadav S (2019) Mathematical implementation of fusion of medical images in 
continuous wavelet domain. J Adv Res Dyn Control Syst 10(10):45–54 

13. Atha DJ, Jahanshahi MR (2017) Evaluation of deep learning approaches based on convolu-
tional neural networks for corrosion detection. Struct Health Monit 17(5):1110–1128). SAGE 
Publications. https://doi.org/10.1177/1475921717737051 

14. Low CH, Lee MK, Khor SW (2010) Frame based object detection—an application for traffic 
monitoring. In: 2010 2nd International Conference on Computer Engineering and Technology. 
2010 2nd International Conference on Computer Engineering and Technology. https://doi.org/ 
10.1109/iccet.2010.5485742 

15. Yadav SP, Yadav S (2020) Image fusion using hybrid methods in multimodality medical images. 
Med Biol Eng Comput 58(4):669–687. Springer Science and Business Media LLC. https://doi. 
org/10.1007/s11517-020-02136-6 

16. Wu J, Liu Z, Li J, Gu C, Si M, Tan F (2009) An algorithm for automatic vehicle speed detection 
using video camera. In: 2009 4th International Conference on Computer Science and Education. 
Education (ICCSE). IEEE. https://doi.org/10.1109/iccse.2009.5228496

https://doi.org/10.1111/mice.12411
https://doi.org/10.1109/tie.2017.2764844
https://doi.org/10.1109/tie.2017.2764844
https://doi.org/10.1177/1475921717737051
https://doi.org/10.1109/iccet.2010.5485742
https://doi.org/10.1109/iccet.2010.5485742
https://doi.org/10.1007/s11517-020-02136-6
https://doi.org/10.1007/s11517-020-02136-6
https://doi.org/10.1109/iccse.2009.5228496

	 Motion Based Real-Time Siamese Multiple Object Tracker Model
	1 Introduction
	2 Motion-Based Target Detection
	3 Proposed Problem Identification
	4 Literature Review
	5 Proposed Methodology
	5.1 Proposed Algorithm
	5.2 Images and Date Set

	6 Results
	7 Discussion
	8 Conclusion
	9 Future Scopes
	References


